A sensitivity study of seismicity indicators in supervised learning to improve earthquake prediction
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A B S T R A C T

The use of different seismicity indicators as input for systems to predict earthquakes is becoming increasingly popular. Nevertheless, the values of these indicators have not been systematically obtained so far. This is mainly due to the gap of knowledge existing between seismologists and data mining experts. In this work, the effect of using different parameterizations for inputs in supervised learning algorithms has been thoroughly analyzed by means of a new methodology. Five different analyses have been conducted, mainly related to the shape of training and test sets, to the calculation of the b-value, and to the adjustment of most collected indicators. Outputs sensitivity has been determined when any of these factors is not properly taken into consideration. The methodology has been applied to four Chilean zones. Given its general-purpose design, it can be extended to any location. Similar conclusions have been drawn for all the cases: a proper selection of the sets length and a careful parameterization of certain indicators leads to significantly better results, in terms of prediction accuracy.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The problem of predicting earthquakes has fascinated the human being. Although this problem seems to be irresolvable, recent works have proposed new paradigms of prediction that should be taken into consideration [1]. In particular, the use of data mining techniques has emerged in this field as a powerful tool with undeniable benefits [2–5].

This work is focused on the analysis of the inputs used in several supervised machine learning classifiers in order to improve earthquake prediction accuracy. In particular, some studies recently conducted propose the use of various seismicity indicators (or attributes containing geophysical information associated with earthquake occurrence) for earthquake prediction [6–8].

The correlation of such indicators with the binary class (either an earthquake is coming or not) was analyzed in [9], showing that some of them exhibited information gain close to zero. This work goes one step ahead because all of these indicators have been used with a baseline configuration. This is, none of the works above referenced considered that most of the indicators are functions of certain variables. These works just used standard values omitting the fact that different configurations may lead to different results and, in some cases, to better results. And this is the main goal of this research: to conduct an exhaustive analysis on how an adequate adjustment of the seismicity indicators may improve the accuracy of the classifiers.

In particular, in [8] a new set of seismicity indicators was proposed as inputs for earthquake prediction. Later, in [9], such set of indicators were combined with those published in [7] and applied feature selection methods to discover that some of the indicators proposed in both [7] and [8] exhibit null information gain with the class. In this work, it should be highlighted that some indicators are highly dependent with their initial parameterization. A sensitivity study is performed to show that results can be highly improved if an adequate initialization is done.

A new methodology is thus proposed and the following issues have been explored. First, the size of the most adequate training sets and whether training and test sets must be contiguous or not. Second, how the b-value (a key predictive value [10]) must be calculated. Finally, how certain attributes introduced in [7,8] must be configured so that the best possible prediction is achieved. In other words, it provides some guidelines in order to properly parameterize the seismicity indicators proposed to date. Also, the best training set selection is performed.

Four zones of Chile, the country with the highest seismic activity [11], have been analyzed to validate the applicability of this
methodology. Nevertheless, it has been defined so that it can also be applied to any zone in the world.

The rest of the paper is structured as follows. Section 2 provides a general overview on the state-of-the-art. Section 3 describes the new methodology proposed in order to find the set of seismicity indicators with the most adequate initialization (when used as input in supervised classifiers). All the results of applying the methodology to four cites in Chile have been presented in Section 4. Finally, the conclusions drawn from this study have been summarized in Section 5.

2. Related works

The possibility of predicting earthquakes has been questioned and answered in various ways, from denial to optimism, including contributions of mathematical proofs and empirical support for each hypothesis [8,12–15].

To ensure that statements related to earthquake prediction are rigorous, the following information must be simultaneously provided according to [16]:

1. A specific location or zone.
2. A specific span of time.
3. A specific magnitude range.
4. A specific probability of occurrence.

Additionally, the U.S. Geological Survey (USGS) founded the Collaboratory for the Study of Earthquake Predictability (CSEP) in 2007 [17]. The goal of this organization is to develop a virtual and distributed laboratory that can support a wide range of scientific prediction experiments in multiple regional or global natural laboratories. This earthquake system science approach seeks to provide answers to the questions:

1. How should scientific prediction experiments be conducted and evaluated?
2. What is the intrinsic predictability of the earthquake rupture process?

In this context, several methods have been proposed to predict any of the features detailed by Allen [16]. According to the Accelerating Moment Release (AMR) method, the rate of seismic moment release for magnitude is rapidly increased before a large event occurs [18,19].

Variations of b-value have also been analyzed. For a large magnitude earthquake to occur, it is necessary a prior elastic potential energy accumulation. This fact causes a deficit of small and moderate earthquakes. This leads to an abnormal alteration of the Gutenberg–Richter law’s b-value [10,20].

M8 algorithms study the occurrence of earthquakes of magnitude larger than 8.0. They are based on the evolution of several time series composed of earthquakes of moderate magnitude. The goal is to decide if a time of increased probability (TIP) exists for an event of larger magnitude [21,22].

Region–Time–Length (RTL) is an algorithm that analyzes temporal sequences of earthquakes. It only takes into consideration location, time, magnitude, and detects anomalies in seismicity prior to large events [23,24].

It is thought that for a large earthquake to occur, it is necessary that more energy is released during the loading period than during the unloading one. Based on this assumption, Load-Unload Response Ratio (LURR) uses the ratio of energy released as a potential precursor to make predictions [25,26].

Another widely used method is Every Earthquake is a Precursor According to Scale (EEPAS). This method is based on the observation of an increment of small earthquakes, as this is considered a precursory phenomenon for larger earthquakes [27,28].

Epidemic-Type Aftershock Sequence (ETAS) considers that every earthquake is a simultaneously potential aftershock, main shock or foreshock, with its own aftershock sequence. This way, anomalous configurations for temporal and spatial seismicity can be found [29,30].

The Simple Smoothed Seismicity model, or simply TripleS, provides space-rate-magnitude forecasts based on a spatial clustering of seismicity. To get this done, a Gaussian smoothed is applied to the seismic catalogue, which estimates the amount of foreseen earthquakes in particular zones for particular periods of time [31].

Increased attention is being payed to algorithms based on machine learning nowadays. These algorithms include a vast variety of solutions ranging from unsupervised learning [10,32] to supervised one [4,9]. It must be noted that in [10] clustering techniques were used to obtain patterns that model the behavior of seismic temporal data and can help to predict medium-large earthquakes. It is true that in [9] the seismicity indicators used were based on [10] and others. But, in [10], the results were patterns and in [9] the results were a probability of an earthquake to happen after the hit of every earthquake of magnitude larger than 3.0. Moreover, the results in [9] were improved thanks to feature selection techniques. In supervised learning, every earthquake is modeled by means of certain attributes that Panakkat and Adeli [7] named seismicity indicators. From its initial application, several works have proposed new indicators. Such is the case of [8] or [6], where the authors also added Bath and Omori–Utsu laws, as well as variations of b-value, to the set of proposed seismicity indicators. The model was assessed by artificial neural networks, a method also used in [2,5,33].

Recently, Ikram and Qamar [34] introduced an expert system for earthquake prediction, which extended [35]. They considered the historic record of earthquakes and divided the Earth into four zones. Then, association rules were applied to predict earthquakes in each of the four zones with a horizon of prediction equals to one day.

Nonetheless, some of the seismicity indicators proposed exhibit parametrical dependence, this is, there is a need of an initial setup so that they can properly work with supervised classifiers. Moreover, the original studies do not explicitly propose a specific tuning for them. In this context this work has been carried out: to determine the influence of either an adequate or wrong adjustment for all the existing seismicity indicators reported in the literature.

3. Methodology

This section introduces a methodology to systematically identify those values for certain parameters, somehow hidden in a set of seismicity indicators, that generate better results in terms of average accuracy when predicting earthquakes. In this sense, a set of parameters that may deeply influence the accuracy for predictions has been first identified. Later, a sensitivity analysis over such parameters has been conducted in order to determine how a wrong setup may lead to the occurrence of a major loss of accuracy in predictions.

Note that the proposed methodology must be applied to every geographical zone. In this work, the four Chilean zones studied in [8] and [9] have been considered.

Section 3.1 explains how supervised learning is applied to predict earthquakes. Once this strategy is defined, Section 3.2 details the five proposed studies to analyze the sensitivity of the parameters involved in the prediction.

3.1. Procedure for earthquake prediction

Generally speaking, the prediction of earthquakes is carried out in the context of supervised learning by means of well-known
Fig. 1. Global procedure of the methodology for a given seismic zone. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

classifiers, using hold-out as validation method. These approaches have already been used in the literature [6–9] and consist in predicting the class (or label) for a test set, given a training set.

Fig. 1 depicts the methodology proposed in this work. First, the target zone has been selected. The city of Pichilemu (Chile) and surroundings have been picked for illustrative purposes (red frame). The information is retrieved from seismic catalogues, which feed the system with data of earthquakes occurred in the past. From this data, both training and test sets must be created (highlighted in blue and green in Fig. 1, respectively), as well as the class (in orange) so that the classifiers can perform the predictions. Subsequent sections detail how every task is carried out.

All elements used to define the methodology are shown in Tables 1–4. First, the complete set of attributes which can be considered for predictions are indicated in Table 1. Note that these attributes were firstly introduced in [8] and [7]. However, some of these attributes need parameterization and, in previous works, this has not been done. In this sense, the initial parameters taken into consideration in the methodology are summarized in Table 2. In Table 3 the nomenclature used in the assessment of the Gutenberg–Richter law’s b-value [36] is indicated. Finally, some required auxiliary definitions are presented in Table 4.

The methodology developed in this work allows the comparison of effectiveness when predictions are made using some attributes as input and some parameterization for them. Five studies have been performed changing the input attributes and their parameterization. The first study changes four temporal parameters (r, s, t, u) which affect to all attributes. The second study changes...
between two sets of attributes (previously introduced in [7] and [8]) and changes a parameter \( b_{50} / b_{45} \) (the \( b \)-value assessment type). The third study changes two parameters \((\sigma_1 \text{ and } \sigma_2)\) which affect to three attributes \((T, \mu \text{ and } c)\) of the set of attributes. The fourth study changes one parameter \((\phi)\) which affects to two attributes \((\mu \text{ and } c)\) of the set of attributes. The fifth study changes equally two parameters \((n_M \text{ and } n_\lambda)\) which affect to all attributes. The detailed description of these studies is presented in Section 3.2 while their results are discussed in Section 4.4.

### 3.1.1. Catalogue retrieval and selection of training and test sets

The data for every seismic zone is obtained from official catalogues that are usually available on-line. The information provided by such catalogues may vary from one zone to another, but they generally contain: date, time, latitude, longitude and magnitude for every event. Spatial coordinates will be used to filter data and to make predictions in restricted zones. In this work, the dimension of the zones will be \(1^\circ \times 1^\circ\), which is another interesting aspect of this work.
Then, training and test sets have been selected from the catalogue. Let \( e_1 \ldots e_n \) be the events (or earthquakes) in the catalogue. Training and test sets have been identified as \( e_r \ldots e_s \) and \( e_t \ldots e_u \), respectively, with \( 1 \leq r \leq s < t < u \leq n \).

A very common strategy is to use 70% of data to train and 30% to test: \( \frac{s-r+1}{u-r+1} \approx 0.7 \). Note that, usually, \( e_{s+1} = e_t \) although variations in values \( r, s, t \) and \( u \) have been considered to perform one of the sensitivity analysis proposed in this work (see Section 3.2.1).

### 3.1.2. Generation of new seismic features

From every event \( e_i \), where \( i \in [r, s] \cup [t, u] \), two set of features (or seismic indicators) have been generated. The first set was introduced in [7] and consists of features \( b, a, \eta, \Delta M, \mu, \sigma, T, \phi, \) and \( \Delta \ell/12 \) and \( M_{\text{mam}} \). The second one was proposed in [8] and is highlighted in blue in Fig. 1. It is composed of the following attributes: \( x_1, x_2, x_3, x_4, x_5, x_6, \) and \( x_7 \).

Features \( T, \mu, y \), and \( c \) have been extended by adding three new parameters, \( \sigma_1, \sigma_2, y, \phi \), which will be explained in detail in subsequent sections. This has been done in order to analyze the predictive ability of such attributes regarding the introduced parameters. This information is shown in the studies carried out in Sections 3.2.3 and 3.2.4. Therefore, the set of attributes from [7] has been used but modifying their calculation accordingly. Thus, the used attributes have been \( b, a, \eta, \Delta M, T, \sigma_1, \sigma_2, \phi, \Delta \ell/12 \) and \( M_{\text{mam}} \), which have been highlighted in green in Fig. 1.

The calculation of attributes \( x_1, x_2, x_3, x_4, x_5, x_7, b, a, \eta, \) and \( \Delta M \) is based on the b-value from the Gutenberg–Richter’s law [36]. The b-value is the size distribution factor. It reflects the tectonics of the underlying zone and it is related to the geophysical properties of the zone.

There are two different ways to calculate the b-value given an event \( e_i \). The first one, denoted as \( b_{\text{in}} \), is used in [8] and is shown in Eq. (1). The parameters involved are: number of considered events prior to \( e_i, n_i; \) magnitude of the event \( e_{i-j}, M_{i-j} \); and the cutoff magnitude for the seismic zone, \( M_0 \).

\[
b_{\text{in}} = \frac{\log e}{(1/n_0) \sum_{j=0}^{n_i} M_{i-j} - M_0} \tag{1}\]

The second way to calculate \( b \), hereafter denoted as \( b_{\text{last}} \), is the one used in [7] and is shown in Eq. (2), where \( N_{i-j} \) is the number of events with magnitude equal or larger than \( M_{i-j} \) in the \( n_i \) events prior to \( e_i \).

\[
b_{\text{last}} = \frac{n_i \sum_{j=1}^{n_i} M_{i-j} \log N_{i-j}}{\sum_{j=0}^{n_i} M_{i-j}} - n_i \frac{M_{i-j} \log N_{i-j}}{\sum_{j=1}^{n_i} M_{i-j}} \tag{2}\]

In Fig. 1, \( \text{b}_{\text{Bayes}} \) and \( \text{b}_{\text{Pump}} \) indicate the \( b \)-values used for the calculation of attributes \( x_1, x_2, x_3, x_4, x_5, x_7 \) (set proposed in [8]) and \( b, a, \eta, \Delta M \) (set proposed in [7]), respectively. Note that in [6,8,9] the \( \text{b}_{\text{Bayes}} \) value used for the calculation of \( x_1, x_2, x_3, x_4, x_5, x_7 \) was obtained with Eq. (1). Analogously, in works [7,9] the \( \text{b}_{\text{Pump}} \) used for the calculation of \( b, a, \eta, \) and \( \Delta M \) was obtained with Eq. (2).

It is necessary to introduce five new elements \( h_{\text{ij}}, \phi_{\text{ij}}, \mu_{\text{ij}}, \phi_{\text{ij}}^\phi, \phi_{\text{ij}}^\mu \) and \( \phi_{\text{ij}} \) to define attributes \( T_{\text{ij}}, \mu_{\text{ij}}, \phi_{\text{ij}}, \phi_{\text{ij}}^\phi, \text{and} \phi_{\text{ij}}^\mu \). The expression \( h_{\text{ij}} \) represents the ordered series of times for the events prior to \( e_i \) with magnitude equal or larger than a threshold \( \theta \), as shown in Eq. (3), where \( t_j \) identifies the date and time of event \( e_j \).

\[
h_{\text{ij}} = \{ t_j : M_j \geq \theta \land j < i \} \tag{3}\]

Let \( \phi_{\text{ij}} \) be an ordered sequence of time for the characteristic events occurred before \( e_i \) with magnitude \( \theta \) and maximum deviation \( \phi \), as shown in Eq. (4).

\[
\phi_{\text{ij}} = \{ t_j : M_j \in [\theta - \phi, \theta + \phi] \land j < i \} \tag{4}\]

Let \( T_{\text{ij}} \) be the time elapsed between the first and the \( n \)th event, prior to \( e_i \), with magnitude equal or larger than \( \theta \), as defined in Eq. (5).

\[
T_{\text{ij}} = h_{\text{ij}}(1) - h_{\text{ij}}(n_i) \tag{5}\]

Also, \( \overline{M}_{\text{ij}} \) is the average elapsed time for \( n_i \) consecutive characteristic events prior to \( e_i \), as can be seen in Eq. (6).

\[
\overline{M}_{\text{ij}} = \frac{\sum_{j=0}^{n_i} \phi_{\text{ij}}(j) - \phi_{\text{ij}}(j-1)}{n_i} \tag{6}\]

Let \( \phi_{\text{ij}}^\phi \) the variation coefficient for the elapsed times for \( n_i \) consecutive characteristic events prior to \( e_i \), as shown in Eq. (7).

\[
\phi_{\text{ij}}^\phi = \sqrt{\frac{1}{n_i} \sum_{j=0}^{n_i} (\phi_{\text{ij}}(j) - \phi_{\text{ij}}(j-1) - \mu_{\text{ij}})^2} \tag{7}\]

Once these five elements have been introduced, \( T_{\text{ij}}, \mu_{\text{ij}}, \phi_{\text{ij}}^\phi, \) and \( \phi_{\text{ij}}^\mu \) can be already calculated for event \( e_i \). Associated formulas can be found in Eqs. (8)–(10), respectively. Note that \( M_j \) is the threshold magnitude to make predictions (predictions made for magnitudes exceeding such threshold) as detailed in Section 3.1.3. Parameter \( \lambda \) is the step for which \( \theta \) is incremented in each iteration and has been set to 0.1. Finally, \( m = 1 + (\sigma_1 + \sigma_2) / \lambda \) indicates the number of values that \( \theta \) reaches according to \( \sigma_1, \sigma_2 \) and \( \lambda \).

\[
T_{\text{ij}} = \{ t_i : \theta = M_j - \sigma_1 + k \lambda \land k = 0 \ldots m - 1 \in \mathbb{N} \} \in \mathbb{R}^m \tag{8}\]

\[
\mu_{\text{ij}} = \{ M_j \in [\sigma_1 - \sigma_2 \lor k = 0 \ldots m - 1 \in \mathbb{N} \} \in \mathbb{R}^m \tag{9}\]

\[
\phi_{\text{ij}}^\phi = \{ \phi_{\text{ij}} \in [\sigma_1 - \sigma_2 \lor k = 0 \ldots m - 1 \in \mathbb{R}^m \} \tag{10}\]

It is worth noting that \( T_{\text{ij}}, \mu_{\text{ij}}, \phi_{\text{ij}}^\phi, \) and \( \phi_{\text{ij}}^\mu \) are vectors in \( \mathbb{R}^m \) including values for attributes \( T, \mu, \) and \( c \) from [7] that have been calculated for different \( M_j \), which will eventually define the class to be predicted.

#### 3.1.3. Class generation

The class (or label) \( C \) for every event is defined as a logical value, \( C = \{ 0, 1 \} \). The class \( C \) is equals to 1 if the maximum magnitude for events occurred in the horizon of prediction (dt days after \( e_i \)) is larger than \( M_c \); \( C = 0 \) otherwise. Formally, the class \( C \) associated with the event \( e_i \) is defined in Eq. (11), where \( \Omega \) is the number of events encountered in the catalogue for dt days after the event \( e_i \).

\[
C_i = \begin{cases} 
1, & \text{if } \max\{M_j : i < j \leq i + \Omega \} \geq M_c \\
0, & \text{otherwise} 
\end{cases} \tag{11}\]

#### 3.1.4. Classification and evaluation

Training and test sets have been obtained after the generation of the features and class for events \( e_i \), where \( i \in [r, s] \cup [t, u] \), as described in previous sections. For doing so, the parameters highlighted in yellow in Fig. 1 \((r, s, t, u, i, n_i, M_c, \text{b}_{\text{Bayes}}, \text{b}_{\text{Pump}}, \sigma_1, \sigma_2, \phi)\) need a preset value, since they all participate in the selection of such sets.

Once sets have been generated, a battery of well-known supervised classifiers have been used in order to predict the class of the current event, which involves predicting if during the dt next days an event with magnitude larger than \( M_c \) is occurring or not.

Then, differences between predicted and actual classes must be assessed. There is a wide range of quality measures and its use
may vary from one researcher to another, depending on what it is pretended to be evaluated. Section 4.3 defines the set of measures proposed in this work to evaluate the performance.

3.2. Sensitivity analysis for seismicity indicators

From the reading of the previous section, it can be easily concluded that there are many parameters that need to be adjusted before making any prediction. Five studies have been conducted to analyze the sensitive of some parameters. In particular: \( r, s, t \) and \( u \) have been analyzed in Section 3.2.1. \( b_{\text{Ryes}} \) and \( b_{\text{Euka}} \) have been studied in Section 3.2.2. Additionally, the influence of \( \sigma_1 \) and \( \sigma_2 \) is evaluated in Section 3.2.3. Section 3.2.4 analyzes \( \phi \). Finally, a sensitivity analysis of \( n_M \) and \( n_A \) is proposed in Section 3.2.5.

All results stemmed from these sensitivity analyses can be compared in terms of accuracy to those published in [8] and [9], since the same catalogues and thresholds \( M_s \), \( M_0 \) and \( \text{dtp} \) have been used. These values, as well as temporal information (in format mm/dd/yy) about training and test sets have been shown in Table 5. In that table, \( r', s', t' \) and \( u' \) reference values have been indicated, and \( t_a, t_i, t_m, t_u \) stand for data and time of events \( e_{r}, e_{s}, e_{t} \) and \( e_{u} \). Note that \( M_0 = 3.0, \text{dtp} = 5, n_M = 50 \) and \( n_A = 4 \) for all the four datasets and \( b_{\text{Ryes}} = b_M, b_{\text{Euka}} = b_A \).

### 3.2.1. Study #1: temporal distribution in training and test sets

The main goal of this study is to determine the influence of choosing different sets for training and testing, in terms of temporal distribution and size. Three different analyses (A, B, C) have been performed when parameters \( r, s, t, u \) vary, since they directly affect both the training and test sets distribution.

Fig. 2 schematically shows the variation of temporal parameters \( r, s, t \) and \( u \) performed in each analysis (A, B, C) of the Study #1. The red vertical line indicates the origin of the training set of reference. The results of this study (shown in Section 4.4.1) refer to the red vertical line defined here. Each value of effectiveness shown in Figs. 4–5 was achieved varying only the parameter \( r \) and satisfying the restrictions shown in the right margin of the Fig. 2.

The first analysis (A) jointly slides training and test sets over time, by modifying the reference values \( r', s', t' \) and \( u' \) published in [8] and [9]. These values have been summarized in Table 5. For this purpose, sizes \( s - r \), \( u - t \) remain constant and \( t \) is set to \( t = s + 1 \). Therefore, the only parameter identifying this study is \( r \) (since all of them depend on it) and its values vary from \( 1 \) to \( n - (u + r') \).

The second analysis (B) consists in the addition of a new degree of freedom to both training and test sets: it is allowed that sets are not contiguous (there might exist events between training and test sets). The sizes \( s - r \) and \( u - t \) remain unaltered but, this time \( t \) is not set to \( t = s + 1 \). The test set defined by \( (t, u) \) is fixed to the reference values shown in Table 5 (columns \( t' \) and \( u' \)).

Finally, the size of the training set is also allowed to change in the third analysis (C). The size of the test set is not altered though. For this last study contiguity between sets is also required: \( t = s + 1 \). The size ratios between training and test sets vary from 30% to 100\% (including thus the original ratios published in [8] and [9]). The test set is fixed to the reference values shown in Table 5 (columns \( t' \) and \( u' \)).

### Table 5

Reference catalogues and configuration from [8] and [9].

<table>
<thead>
<tr>
<th>Catalogue</th>
<th>( M_s' )</th>
<th>( r' )</th>
<th>( s' )</th>
<th>( t' )</th>
<th>( u' )</th>
<th>( t_a )</th>
<th>( t_i )</th>
<th>( t_m )</th>
<th>( t_u )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pichilemu</td>
<td>4.6</td>
<td>19</td>
<td>140</td>
<td>141</td>
<td>262</td>
<td>08/10/05</td>
<td>03/31/10</td>
<td>04/01/10</td>
<td>10/08/10</td>
</tr>
<tr>
<td>Santiago</td>
<td>3.4</td>
<td>141</td>
<td>262</td>
<td>263</td>
<td>384</td>
<td>05/13/03</td>
<td>06/02/04</td>
<td>06/23/04</td>
<td>01/16/06</td>
</tr>
<tr>
<td>Talca</td>
<td>4.4</td>
<td>19</td>
<td>140</td>
<td>141</td>
<td>185</td>
<td>06/19/03</td>
<td>03/21/10</td>
<td>03/24/10</td>
<td>01/04/11</td>
</tr>
<tr>
<td>Valparaíso</td>
<td>3.8</td>
<td>691</td>
<td>812</td>
<td>813</td>
<td>918</td>
<td>01/31/06</td>
<td>12/19/08</td>
<td>12/19/08</td>
<td>02/10/11</td>
</tr>
</tbody>
</table>

Fig. 2. Temporal variation of parameters \( r, s, t \) and \( u \) in the three analyses (A, B, C) of the Study #1. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
3.2.2. Study #2: b-value assessment type

Since the use of \( b_M \) and \( b_A \) for a given event \( e_i \) does not generate same values, the influence of using either one or the other is analyzed when attributes depending on \( b \) have been calculated: \( x_1, x_2, x_3, x_4, x_5, x_7, b, a, \eta, y, \Delta M \).

Hence, in this study the b-value assessment types, \( b_M \) or \( b_A \), to obtain \( b_{\text{per}} \) and \( b_{\text{pan}} \) have been analyzed by using, jointly or separately, the sets of attributes proposed in [8] and [7].

Nine different configurations were designed and they are shown schematically in Fig. 3, that indicates the attribute sets used and the type of b-value calculation in each configuration.

Specifically, Configurations 1 and 2 contain the results achieved using the attributes [8] assessed with \( b_M \) and \( b_A \), respectively. Configurations 3 and 4 contain the results achieved using the attributes [7] assessed with \( b_M \) and \( b_A \), respectively. Configuration 5 uses attributes in [7] and [8] both assessed with \( b_M \). Configuration 6 uses attributes in [8] with \( b_M \) plus attributes in [7] with \( b_A \). Configuration 7 attributes in [8] with \( b_A \) plus attributes in [7] with \( b_M \). Configuration 8 uses attributes in [7] and [8] both assessed with \( b_A \). Finally, Configuration 9 uses all possible combinations: attributes in [8] with \( b_M \) and \( b_A \) and attributes in [7] with \( b_M \) and \( b_A \).

The Table 6 in Section 4.4.2 shows the effectiveness achieved for each dataset and method according to the nine different configurations introduced here.

The relationship between the results achieved in [8,9] and those presented in this study is the following. The work in [8] presented results only for the Configuration 1. By contrast, the results presented in [9] were both for Configuration 1 and 4. Moreover, a feature selection over Configuration 6 was performed in [9]. In this work the study of the rest of combinations have been extended in order to clarify what are the possible improvement choosing the attribute set and the type of b-value calculation.

3.2.3. Study #3: on the sensitivity of parameters \( \sigma_1 \) and \( \sigma_2 \) in \( T, \mu \) and \( c \)

Parameters \( \sigma_1 \) and \( \sigma_2 \) indicate the range of thresholds for \( \theta \) in \( T, \mu \) and \( c \), as explained in Section 3.1.2. In particular, \( \sigma_1 \) affects the number of attributes with \( \theta \leq M_1 \), On the contrary, \( \sigma_2 \) affects the number of attributes with \( \theta > M_1 \).

Reference values in [9] refer to the calculation of attributes \( T, \mu \) and \( c \) with no threshold. Consequently, in this study differences for both preset thresholds \( \theta = M_1, (\sigma_1 = \sigma_2 = 0) \) as well as varying thresholds \( (\sigma_1 = 0 \neq \sigma_2 \neq 0) \) have been analyzed.

3.2.4. Study #4: on the sensitivity of parameter \( \phi \) in \( \mu \) and \( c \)

Parameter \( \phi \) determines the range of approximation of magnitudes that identifies a characteristic event within a series. Generally speaking, given a fixed distribution of magnitudes, if \( \phi \) decreases to values close to 0 then the number of characteristic events will probably decrease too and, therefore, the average elapsed time (used in attributes \( \mu \) and \( c \)) will increase. By contrast, a greater number of characteristic events will be encountered if \( \phi \) increases, decreasing thus the average elapsed time. Parameter \( \phi \) is then varied in this study to determine its influence in terms of accuracy for the classifiers.

3.2.5. Study #5: on the sensitivity of the number of previous events considered, \( n_M \) and \( n_A \)

Last, a sensitivity analysis for parameters \( n_M \) and \( n_A \) involved in the calculation of \( b_M \) (along with \( x_1, x_2, x_3, x_4, x_5, x_6 \) and \( x_7 \)) and \( b_A \) (along with \( b, a, \eta, \Delta M, T_{\sigma_1 \sigma_2}, \mu_{\sigma_1 \sigma_2}, c_{\sigma_1 \sigma_2}, dE^{1/2} \) and \( M_{\text{mean}} \)) has been performed.
4. Results

This section gathers the results obtained from the studies introduced in the previous section. First, a description on how datasets have been retrieved and preprocessed can be found in Section 4.1. Later, in Section 4.2 the data and settings have been described. Section 4.3 introduces the set of quality parameters used to assess the system performance. Finally, Section 4.4 presents and discusses all the results for the experiments that have been proposed in Section 3.2.

4.1. Datasets description

The catalogue of earthquakes used in this paper has been obtained from the Chile’s National Seismological Service. This database was evaluated in [8]. It was determined that 2001 is the year of completeness of the catalogue, for earthquakes of magnitude larger than or equal to 3.0 for the four zones.

4.2. Configuration of the experimentation

In this section, data and parameter settings used in the five studies described previously are provided. A baseline configuration has been introduced, common to all experiments. Each experiment only introduces one change in these data and parameters from the baseline configuration, in order to analyze the impact of such change in prediction accuracy.

The baseline configuration corresponds to experimental conditions used in [8,9] and indicated in Section 3.2. The four geographic zones shown in Table 5 have been considered, using the specified temporary decomposition for training and test ($t_r$, $t_i$, $t_t$).

The attributes used have been taken from both groups [8] and [7] described in the methodology section. Specifically, the attributes used have been $x_1$, $x_2$, $x_3$, $x_4$, $x_5$, $x_6$, $x_7$, $b$, $a$, $\eta$, $\Delta M$, $T$, $\mu$, $c$, $dE^{1/2}$ and $M_{mean}$. To assess these attributes, in the baseline configuration $b_{Bayes} = b_M$, $b_{mean} = b_A$, $M_0 = 3$, $n_{M} = 50$ and $n_{A} = 4$ have been used. To assess the class, $d_{IP}$ is equal to 5 and $M_0$ values have been indicated in Table 5.

The applied classifiers have been: Nearest Neighbors (KNN) with $k = 1$, Naive Bayes (NB), Support Vector Machines (SVM) with $c = 1$ and polynomial kernel of degree 1, C4.5 decision trees (C45) with a confidence factor of 0.25 and 2 minimum instances per leaf and Artificial Neuronal Networks (ANN) with backpropagation, sigmoid nodes, one hidden layer, as many inputs as attributes (16 attributes in baseline configuration) and two...
outputs (corresponding to the two values of the class specified in Section 3.1.3).

4.3. Quality parameters

To assess the performance of any classifier, several parameters have been used. Here, those used in the works in which this analysis has been inspired [7,8] have been used. In particular:

1. True positives (TP). The number of times that an upcoming earthquake was properly predicted.
2. True negatives (TN). The number of times that neither a classifier triggered an alarm nor an earthquake occurred.
3. False positives (FP). The number of times that a classifier erroneously predicted the occurrence of an earthquake.
4. False negatives (FN). The number of times that a classifier did not trigger an alarm but an earthquake did occur.

The combination of these parameters leads to the calculation of:

\[ P_0 = \frac{TN}{TN + FN} \]  \hspace{1cm} (12)

\[ P_1 = \frac{TP}{TP + FP} \]  \hspace{1cm} (13)

where \( P_0 \) denotes the well-known negative predictive value, and \( P_1 \) the well-known positive predictive value.

Additionally, two more parameters corresponding to widely used statistical measures for supervised classifiers have been used to evaluate their performance. These two parameters, sensitivity or rate of actual positives correctly identified as such (denoted by \( S_n \)) and specificity or rate of actual negatives correctly identified (denoted by \( S_p \)), have been defined as:

\[ S_n = \frac{TP}{TP + FN} \]  \hspace{1cm} (14)

\[ S_p = \frac{TN}{TN + FP} \]  \hspace{1cm} (15)

Finally, the sensitivity analysis carried out in the following section has been done on the basis of the average value of all these parameters. This is:

\[ \text{Avg}(P_0, P_1, S_n, S_p) = 0.25(P_0 + P_1 + S_n + S_p) \]  \hspace{1cm} (16)

4.4. Sensitivity analysis

Five studies of sensitivity have been presented. The baseline configuration shown in Section 4.2 has been kept and only some

Fig. 5. Results for study #1B: sliding training window (constant reference test). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
values of the model have been modified. In these studies the values for \( \text{Avg}(P_0, P_1, S_n, S_p) \) have been graphically depicted. These have been obtained as the average of the five classifiers indicated in Section 4.2 (KNN, NB, SVM, C4S, ANN).

4.4.1. Results for study #1. Temporal distribution in training and test sets.

Three kind of temporary studies have been described. The values of \( r, s, t \) and \( u \), described in the methodology, have been modified. The values of \( \text{Avg}(P_0, P_1, S_n, S_p) \) in function of \( r \) have been graphically depicted. Aforementioned is that \( r \) decides \( s, t \) and \( u \). In the graphics shown in this research a vertical red line has been included. It points out the reference value \( r' \) specified in Table 5.

4.4.1.1. Sliding training+test window. Fig. 4 plots the effectiveness distribution when the set of adjacent training and test have been shifted in time. Pichilemu and Santiago have a similar behavior with an effectiveness value of 0.4–0.6. The deviation of the values has also been also similar, even considering that the catalogue of Santiago is twice the length of Pichilemu’s. The range of values for Talca and Valparaíso has been wider: 0.3–0.7. This makes that the choice of the study set within the available catalogue has a great importance in the predictions effectiveness. This has been even more relevant for Valparaíso, due to the large length of the catalogue, which increases the choice possibilities within the study-set (from \( r = 0 \) to \( r = 771 \) choice possibilities).

The lineal trend of the effectiveness in the four zones is almost horizontal. The values of the slope of the regression line have been close to zero. This demonstrates, according to the data of the studied zones, that, a priori, there is not a better origin that produces more quality predictions.

4.4.1.2. Sliding training window (constant reference test). Fig. 5 depicts the effectiveness distribution when the training test has been moved backwards in time from its reference value \( (r \) values less than the reference value \( r' \)). The test set has been constant with regard to the reference value \( (t = t' \) and \( u = u' \)). For this reason, the vertical red line has always been plotted in the last \( r \) value shown, which corresponds to the reference value \( r' \). This study allows evaluating the effect in the effectiveness that produces the insertion of gaps of incremental size between the training and the test sets.

The figure shows that the effectiveness distribution for \( r \) values minor than the reference one behaves approximately the same than the previous study, for the same values of \( r \). This result was
expected because the training sets have been exactly the same, although the test sets have been different.

Nevertheless, except for Talca, a positive slope for the linear regression has been observed. This means that the $r$ values that move away from the reference value decrease the effectiveness. In other words, it has been proved that introducing gaps between the training and the test deteriorates the predictions quality proportionally to the gap size.

4.4.1.3. Modifying the training size (constant reference test). Fig. 6 presents the effectiveness distribution when the training set size has been modified and therefore the $r$ value has been varied. The values of $s$, $t$ and $u$ have been kept constant with regard to their reference values. The size of the training set has been modified from a proportion of 30% to 70% to the maximum training size allowed by the available catalogue. This study allows testing the impact in the effectiveness produced by the size of the training set.

Excepting Pichilemu, there has not been a clear trend in the predictions quality due to the reduction of the training set, as it could be a priori supposed in supervised learning methods. These results point the possibility of increasing the efficiency (execution time and memory usage) of prediction methods without losing their effectiveness, because smaller training sets could be used.

4.4.2. Results for study #2: b-value assessment type

In this study the assessment of the $b$-value has been analyzed in order to check a possible impact to the prediction effectiveness. In order to perform a fair comparison between the two types of $b$-value assessments, $b_M$ and $b_A$, their dependent parameters $n_M$ and $n_A$ have been set to the same value, $n_M = n_A = 50$, which has been the value used in the reference works [8,9]. This study includes comparisons between $b_M$ and $b_A$ for [8] attribute set, [7] attribute set and both attribute sets together in different configurations.

Table 6 shows the effectiveness, $\text{Avg}(P_0, P_1, S_n, S_p)$, achieved for each dataset and method according to the nine different configurations presented in Fig. 3.

No significant variations of effectiveness has been found in general terms over all methods and studied datasets. The average difference of effectiveness, $\text{Avg}(S_n, S_p, P_0, P_1)$, between $b_M$ and $b_A$ has been 0.014 with a standard deviation of 0.111. Some isolated cases of an effectiveness difference higher than 0.2 have been though found. Specifically, the algorithm J48 (a decision tree-based classifier), when it has been applied to the catalogue of Talca, $b_A$ produces better results for attributes in [8] (together with attributes in [7]) than $b_M$, with a difference of 0.33. As for the ANN algorithm in Pichilemu, $b_M$ produces better results for attributes in [7] (together or not with attributes in [8]) than $b_A$, with a difference of 0.36.
Regarding to the improvement achieved using $b_M$ or $b_A$ as calculation type of the $b$-value, the results of the Configurations 5 and 8 can be compared; also the Configurations 1 versus 2, and 3 versus 4. With respect to Configurations 5 and 8, it can be observed that, on average, there are two cities (Pichilemu and Talca) with a difference higher than 0.1 in effectiveness: best $b_M$ for Pichilemu, 0.655 versus 0.553, and best $b_A$ for Talca, 0.587 versus 0.45. Contrarily, the cities Santiago and Valparaíso do not present important variations in effectiveness. It is remarkable that some algorithms are specially sensitive to the $b$ calculation. For example, in Pichilemu, KNN gains 0.24 of effectiveness with $b_M$, or NB improves 0.39 with $b_A$ in Talca.

The comparison between results of Configurations 1 and 2 reveals that while the city of Talca, on average, improves using $b_A$ (0.14) as before, the city of Pichilemu improves using $b_A$ (0.07) for the first set of attributes $(x_1, \ldots, x_T)$. With respect to Configurations 3 and 4, Talca presents the higher difference, on average, with improvement of 0.2 of effectiveness using $b_A$, mainly due to the algorithms NB and J48.

4.4.3. Results for study #3: on the sensitivity of parameters $\sigma_1$ and $\sigma_2$ in $T$, $\mu$ and $c$

In this study, the effectiveness distribution in function of the variation of $\sigma_1$ and $\sigma_2$ has been analyzed. Parameters $\sigma_1$ and $\sigma_2$ affect on $T$, $\mu$ and $c$, within the set of values $[0, 0.1, 0.2, \ldots, 1]$. 3D-graphics illustrate four possibilities: ALL, where $T$, $\mu$ and $c$ have been modified with the same values of $\sigma_1$ and $\sigma_2$; $T$, where $\sigma_1$ and $\sigma_2$ just affects on $T$, keeping the $c$ and $\mu$ values constant; $\mu$, analogously for $\mu$; and $c$, modifying only $c$. Figs. 7–10 summarize these results.

With regard to ALL, from the regression planes of the graphics, high values of $\sigma_2$ produce better rates of effectiveness for Pichilemu and Santiago, with particularly low values of $\sigma_1$ for Pichilemu. By contrast, high $\sigma_2$ values mean considering earthquakes of magnitude noticeably larger than the reference threshold, as it was explained in the methodology. High values of $\sigma_1$ produce better results in effectiveness regardless of the $\sigma_2$ values for Talca. High values of $\sigma_1$ implies considering shakes of magnitude noticeably minor than the reference threshold. No clear trend in the values of $\sigma_1$ and $\sigma_2$ has been found for Valparaíso.

Regarding the changes in $T$, $\mu$ and $c$, in the four zones analyzed, similar patterns to the ones found for ALL have been found. In general, a wider range between the minimum and the maximum value of effectiveness have been found for Talca and Valparaíso, 0.35–0.55 and 0.55–0.80, respectively, compared to Pichilemu and Santiago (0.52–0.68 and 0.48–0.60, respectively).

These noticeable variations of the effectiveness in function of $\sigma_1$ and $\sigma_2$, even considering average values among five different
methods, point to the possibility of automatically optimizing the values of $\sigma_1$ and $\sigma_2$ in order to obtain the best effectiveness, depending on the zone and prediction method.

4.4.4. Results for study #4: on the sensitivity of parameter $\phi$ in $\mu$ and $c$

In this study values of parameter $\phi$ have been varied from 0 to 1, by increments of 0.05. From the observation of Fig. 11, it can be concluded that there has not been a remarkable difference in the effectiveness in function of $\phi$ for Pichilemu, Santiago and Valparaíso. Nonetheless, the effectiveness oscillates between 0.42 and 0.58 for Talca. Therefore, it has been found that for some seismic zones, such as Talca, there are $\phi$ values that produce significantly better predictions. Consequently, it could be promising to optimize $\phi$ with regard to the seismic zone and the method selected to predict.

4.4.5. Results for study #5: on the sensitivity of the number of previous events considered

In this study the parameters $n_M$ and $n_A$ of the proposed model have been analyzed in terms of their impact on prediction effectiveness. The parameters $n_M$ and $n_A$ affect to the assessment of attributes $b_M$ and $b_A$. Values of $n_M$ and $n_A$ have been simultaneously changed ($n_M = n_A = n$) and they belong to the interval [4, 60] in this study. It is important to highlight that both parameters $n_M$ and $n_A$ refer to the same conceptual parameter ($n$, number of previous events) in the $b$-value assessment. The only difference between $n_M$ and $n_A$ is the application to a set of attributes of another. Since the goal of this study is to check the sensitivity on the number of previous events using both set of attributes ($x_1, \ldots, x_T$ and $b$, $a$, $\eta$, $\Delta M$, $T$, $\mu$, $c$, $dE^{12}$, $M_{\text{mean}}$), the parameters $n_M$ and $n_A$ must be equal. The results of this study are illustrated in Fig. 12.

Excepting Santiago, where there has not been a noticeable variation of the effectiveness in function of $n$, in the other three cities, the effectiveness variation has been remarkable. Thus, $n$ could be automatically calculated to maximize the effectiveness of an established training set.

Increasing trends in effectiveness when the $n$ value increases have been found for Pichilemu and Valparaíso. By contrast, decreasing trends have been found for Talca. A smaller value of $n$ allows using minor training sets and, hence, smaller catalogues. This could be especially relevant for zones where the catalogue is short or where the minimum magnitude threshold for prediction is high, $M > 6$, for example. It should be noted that the effectiveness values range between 0.5 and 0.7 for all the $n$ values. Thus, the goal could be finding the minimum value of $n$ that maximizes the effectiveness in a training set for a zone and for a specific prediction method.
Fig. 10. Study #3: on the sensitivity of parameters $\sigma_1$ and $\sigma_2$ in $T$, $\mu$ and $c$ for Valparaíso.

Fig. 11. Results for study #4: on the sensitivity of $\phi$ in $\mu$ and $c$. 
5. Conclusions

This work has thoroughly examined how an adequate use of certain seismicity indicators may lead to the attainment of better accuracy when the earthquake prediction problem has been tackled. In particular, these indicators have been used as inputs in several well-known machine learning classifiers. A set of indicators already proposed in the literature has been analyzed showing that if they would have been adequately tuned in the original works, the prediction accuracy could have been improved. In order to make robust predictions and to generalize the tuning of inputs, a new methodology that exhaustively explores how certain parameters must be set up has been proposed. Although its performance has been assessed in four Chilean cities, it has been designed as a general purpose method. The steps described can be followed regardless of the zone under study. The results achieved show that by properly adjusting the inputs, the prediction ability for certain classifiers has been clearly outperformed. These results pose new challenges in earthquake prediction such as optimizing and developing ad hoc systems making use of all the available information, as well as discovering new indicators in order to provide the system with more information.

The optimization of the parameters that have produced significant fluctuations of the effectiveness in this work \( \{r, s, t, u, b_1/b_M, \sigma_1, \sigma_2 \text{ and } \phi \} \) should consider the following procedure to find the best value of the parameters that maximize the effectiveness. First, a zone and a prediction algorithm must be selected. Next, the catalogue of earthquake events is divided into three consecutive parts: the training set, the validation test set and the blind test set. Then, an optimization algorithm (for example, a metaheuristic-based algorithm) should be applied by varying the value of the parameters. For each iteration, a specific set of values for parameters are used to train the prediction algorithm using the training set. Next, the validation test set is predicted and the error (or the desired goodness measure) is assessed. At the end of such process, the set of parameter values that minimizes the error is selected. Finally, these parameter values are used to predict the blind test set.
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